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Abstract

In this paper, we propose a new technique to enhance the trajectory shape analysis by explicitly considering the speed attribute of trajectory data, as an effective and efficient way for anomaly detection. An object motion trajectory is mathematically represented by the Kernel Density Estimation, taking into account both the shape of the trajectory and the speed of the moving object. An unsupervised clustering algorithm, using the Information Bottleneck method, is employed for the trajectory learning to achieve an optimal number of trajectory clusters through maximizing the Mutual Information between the clusters and a feature space of the trajectory data. The trajectories are determined as either abnormal (infrequently observed) or normal by a measure based on Shannon entropy. Extensive tests on simulated and real data show that the proposed technique behaves very well and outperforms the state-of-the-art methods. To the best of our knowledge, this is the first technique to use the Information Bottleneck method on the trajectory data.
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I. INTRODUCTION

In the present society, the anomaly detection technique [1] has become a compelling topic in many fields, such as video surveillance for the sake of safety and security [2] [3]. In particular, a trajectory, embodying the motion characteristics of an object, has been a critical factor for anomaly detection and actually, the learning and analysis of the motion trajectory data are robust and feasible for detecting abnormal activities, for example, in the setting of traffic and pedestrian monitoring [4].

A lot of methods based on the motion trajectories for detecting anomaly that have been proposed work quite well, and unsupervised techniques are nowadays becoming the most important deployments: here we refer readers to two recent reviews [5] [4]. A typical unsupervised approach to the trajectory-based anomaly detection involves the necessary steps as follows. At first, a motion trajectory is quantitatively depicted by a possible model, for the ease of further processing. Then the trajectory patterns, given the training data, are distinguished with an unsupervised clustering procedure without the need of any prior knowledge. According to a certain number of patterns that have been learned, the testing trajectories are identified as either normal or abnormal, namely, either frequently observed or not.

Among the unsupervised trajectory-based anomaly detection approaches having been proposed so far, those depending upon the shape analysis of the trajectory data play an important role [6]: actually the shape itself, which pays much attention to the global description of a motion trajectory, is very suitable and successful for the abnormal activities detection [7]. Specifically and typically, the shape of a motion trajectory is characterized by a series of the tangential angles at the positions of the corresponding moving object (for the sake of easy description, in this paper, we call these positions as the sample points of the trajectory), and these angles are modeled by using a circular distribution, von Mises [6] [7], to represent the trajectory. Despite the fact that the angle attribute is concise and largely helpful for a lot of practical applications, the only use of this attribute cannot discriminate, for instance, whether a person is walking or running in an automated surveillance system. Even when both the angle and speed attributes are considered, a trajectory is defined resorting to some classical distributions, such as an Approximated Wrapped and Linear Gaussian (AWLG) [8], relying on the assumption that these distributions fit the real trajectory data. However, in effect it is not clear whether this fitting is true or not.

This paper proposes a novel effective technique to analyze whether a trajectory is either reoccurring or not, namely, either normal or anomalous. The work presented here is an improvement of the classical anomaly detection methods based only on trajectory shape analysis using (semi-)circular statistics [6] [7]. Our main contributions are as follows:

– We explicitly make use of the speed of the moving object, leading to a richer representation than most of the previous ones relying solely upon the angle description.
– We utilize Kernel Density Estimation (KDE) [9] to more accurately model the trajectory data, rather than fitting some classical parametric probability function to the true distribution of these data.
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– We propose to make use of the Information Bottleneck (IB) principle [10] to perform the clustering on the trajectory data, avoiding the use of an explicit distance measure between two trajectories in most of the existing approaches for trajectory analysis. Thus, the difficulty to obtain a good metric for directly measuring the trajectory distance is overcome. Based on the minimization of the loss of Mutual Information (MI) [11] between the trajectory dataset and a feature space of these trajectories, an optimum number of the trajectory clusters are achieved (for conciseness we call this the MI based clustering in our paper).

– Instead of using a “hard” threshold, for the evaluation of the differences between a trajectory being tested and the medoids of the learned clusters, we employ an adaptive decision, by deploying the Shannon entropy concept [11], to look at all the differences under consideration as a whole and to make the trajectory analysis more discriminative.

The rest of this paper is organized in this way: Section II covers the related work. An overall look of our proposed technique is described in Section III. KDE modeling, MI based clustering and Shannon entropy based detection are depicted in the following sections. And finally, before the concluding remarks, experiments on simulation and real test data are thoroughly discussed.

II. RELATED WORK

Typically, information and attributes contained in video trajectories are of great value [12]. Furthermore, general motion trajectories, as the important meta-data, have been extensively utilized for anomaly detection in many diverse application fields, such as air traffic [13] and vehicular ad hoc networking [14]. Therefore, numerous trajectory-based analysis methods have been developed so far; for the purpose of brevity, the interested readers are directed to the two example surveys for the detailed review [5][4]. Roughly speaking, there exist two kinds of trajectory analysis techniques, namely supervised and unsupervised.

In general, supervised approaches require labeled training trajectory data. For example, Hidden Markov Model (HMM) is a typical supervised approach for the representation of trajectory data [15][16][17]. HMM is powerful enough to capture the underlying structure of the trajectories with various lengths; however, the establishment of HMM is application specific and correspondingly, the model fitting required is too complicated when the motion trajectories are highly complex, as pointed out in [7][6]. Actually in essence, the difficult fitting is a general problem for a parametric model like HMM. Another classical supervised technique for anomalous detection is based on Support Vector Machine (SVM), facilitating the anomaly detection and removal in the training stage [18]. In this paper, we focus the attention on the unsupervised methods, considering the motion trajectories without any labels that are usually encountered in many real scenarios.

As for the unsupervised algorithms, the neural network models such as the Self-Organizing Map (SOM) [19] and its fuzzy version [12], and the Learning Vector Quantization (LVQ) [20] have been employed for the sake of anomalous detection. However, as indicated in [21], the implementation of the neural network is a big problem.

In fact, as mentioned in Section I, most of the existing unsupervised methods can approximately involve three phases, namely, the modeling of trajectory data, the clustering on the trajectories and the detecting of abnormal trajectories. Due to the noise in the trajectory data during their extraction procedure, it is reasonable to model the motion trajectories in a probabilistic way [22][7][8][6]. The Mixture of Gaussians (MoG, also called Gaussian Mixture Model (GMM)) [22] and its variant, the Mixture of von Mises (MovM) [7][6], are two widely used models for the representation of trajectories. Besides, the Mixture of Approximated Wrapped and Linear Gaussian (MoAWLG) [8] is also used for modeling the trajectory data. All these statistical representations are (semi-)parametric: but as a matter of fact, it is not clear whether the (semi-)parametric models used can fit the real trajectory data or not. Considering this, our paper exploits the nonparametric KDE for representing the motion trajectories. As for the trajectory attributes, the spatial position, speed, acceleration and size of the moving object, the curvature and shape of the trajectory, and so on [23][24] may be taken into account, depending on the potential applications based on the trajectory analysis. We argue in this paper that the shape and the speed are the two major factors: the former is to globally characterize the motion trajectory and the latter is to locally describe the moving object. The combination of the shape and speed is an important descriptor for the general motion trajectories to have extensive usage in a lot of applications. In fact, the two-dimensional (2D) KDE being presented in this paper for the modeling of trajectory data will be generalized to cover more trajectory attributes, as our future work. It is worthwhile to point out that some techniques for dimension reduction, such as the Principal Component Analysis (PCA) [17], the Independent Component Analysis (ICA) [25], the Discrete Fourier Transformation (DFT) [20], the Discrete Wavelet Transformation (DWT) [26] and the spline approximation [27], have been used to help model the motion trajectories for relieving the computational burden of the trajectory analysis. We believe that we can combine together the nonparametric KDE and some dimension reduction technique to improve the trajectory representation: this will be considered in future work.

For the trajectory clustering, many methods such as the (fuzzy) k-means [28], the k-medoids [6], the spectral clustering [29], the graph-cuts [23], the mean shift [24] and the hierarchical clustering [30], have been demonstrated to work well for this task. All these clustering algorithms either require the explicit measure of distance between trajectories or need a predetermined number of clusters, or even both; but usually, either a good definition of the distance measure, or a predetermination of an optimum number of clusters, is not so easy [4][30]. For the sake of completeness, the often used measures of trajectory distance, such as the classic Euclidian distance and its variants [28][18], the Dynamic Time Warping (DTW) [31], the Longest Common
Sub-Sequence (LCSS) [32], the (modified) Hausdorff distance [29] and so on, are also referred here. Actually, these different distance measures have been shown to result in a similar performance based on the extensive tests for the trajectory analysis [33][34]. And this exactly implies that it is difficult to obtain a very general and good measure of the trajectory distance. Alternatively, in this paper, we make use of the $IB$ to achieve an agglomerative hierarchical clustering, with an optimum number of clusters, on the motion trajectories modeled in a nonparametric manner, avoiding the use of an explicit measure of trajectory distance. Due to its derivation from a very general variational principle in the context of an information-theoretic approach [11], the $IB$ technique has strong theoretic soundness, making the clustering procedure more stable [35].

Considering the abnormality detection, generally the key is based on a predefined threshold for deciding whether the trajectory being tested is anomalous or not [5]. Apparently, a good threshold should be data adaptive. In this paper, the Shannon entropy is utilized to meet this requirement, as inspired by its successful and popular usage in a large variety of academic areas, such as video processing [36]: as a very recent example, the Shannon entropy has been well demonstrated for the video key frame selection and its visualization [37].

Notably, the trajectory-based anomaly detection supporting the incremental training and updating is a very potential approach [28][21], though this approach could still have the problem in the context of the long-term updating training data. In the near future, the underlying ideas presented in this paper will be investigated to devise an incremental-based strategy to enhance the current implementation.

### III. The Overall Proposed Technique

Our motivation for doing the trajectory based anomaly detection is on the premise that we do not have any labels on the trajectories in many practical situations. So, naturally, we perform the trajectory analysis, in an unsupervised way, with two components, training and testing. Figure 1 gives a complete procedure of the proposed approach exemplified with a test dataset (Section VII-B).

![Fig. 1. The overview of our proposed technique.](image)

Given the object motion trajectories being trained, a 2D $KDE$ technique [9] [38] [39] is adopted, considering the shapes of trajectories and the speeds of the moving objects, to establish the 2D Probability Density Functions (PDFs) of these trajectory data. All the PDFs are grouped to give a number of representative PDFs. With a feature space obtained from the trajectory data, the $MI$ based clustering is performed through an iterative procedure to obtain the optimal trajectory clusters to be used for the further anomaly testing. Here, the iterative procedure is used to calculate the information loss of every two clusters and then choose the candidate clusters to merge.

In the testing stage, each trajectory, which is composed of its sample points and is correspondingly defined as a sequence of pairs of speed and angle, is coded into a string based on the representative PDFs for the sake of handling the order of
these pairs. In addition, we code the cluster medoids obtained by the MI based clustering to build a probability distribution for each testing trajectory by calculating the distances between the string of this trajectory and those of the medoids. Based on the distributions, the Shannon entropy for each testing trajectory is obtained to achieve the final analysis output, namely to indicate that a trajectory being tested is either anomalous or not. As usually done, the number of the trajectories in the anomalous cluster is set below a small percent of total number of all the trajectories. Some dynamic change in the trajectory clusters may occur along with the process of the Shannon entropy based detection, and we call this the local update of the trajectory clusters. For the practical use of our proposed approach to trajectory analysis based anomaly detection, all the trajectory clusters are globally updated from scratch periodically.

IV. TRAJECTORY MODELING BASED ON NONPARAMETRIC KDE

Although the shape attribute is simple but useful for the trajectory based analysis, some other attributes such as the speed of the trajectory are required in many application scenarios. For instance, imagine that for the sake of safety we need to monitor the speeds of vehicles on roads based on the trajectory data analysis, and undoubtedly the use of the trajectory speed is essential for this case. As a result, besides the use of the shape of a trajectory, the speed of the corresponding moving object is additionally and explicitly taken into account, in this paper, for mathematically representing the trajectory.

Considering the fact that the trajectory data are usually uncertain and noisy in real-world contexts, we model the trajectories statistically, as usually done in the field of anomaly detection [1]. That is, we believe that normal trajectory instances happen with high probabilities while anomalies occur with small probabilities. In concrete, generally, a trajectory instance, which can be reasonably deemed to be independently identically distributed, is considered being generated according to a probability distribution function: identifying this function is the key to the trajectory modeling. Rather than assuming that some classical distributions such as von Mises [6] [7] and AWLG [8] fit the real trajectory data, we utilize the nonparametric KDE to estimate the probability distribution function, due to that KDE is so powerful to be able to better capture the data without needing a priori knowledge of them [9] [38] [39]. In this paper, the speed and angle of the sample points of a trajectory are both used to establish the probability distribution, or explicitly, the PDF, for the model representation of this trajectory. In this way, our model representation describes the trajectory data very well and, we are going to demonstrate the advantage of deploying KDE for modeling the trajectories in Section IV-A.

Let $x = \{s_1, s_2, \ldots, s_n\}$ be a trajectory, where $s_i = (v_i, \theta_i)^T$ is a sample point represented by a pair of speed $v_i$ and angle $\theta_i$. Here $v_i$ relies on the distance and time interval between this sample point and its previous adjacent one, and $\theta_i$ is determined by the tangential direction at this sample point. The estimated PDF for a trajectory is determined according to the multivariate kernel density estimator [39]

$$z(s) = n^{-1} \sum_{i=1}^{n} \left( |H|^{-1/2} K[H^{-1/2}(s - s_i)] \right),$$

(1)

where $s = (v, \theta)^T$ denotes a general sample point of a trajectory. Here $H$ is a $2 \times 2$ diagonal bandwidth matrix, and is set as

$$\left( \begin{array}{cc} \sigma_v^{-2} & 0 \\ 0 & \sigma_\theta^{-2} \end{array} \right)$$

where $\sigma_v^2$ and $\sigma_\theta^2$ are respectively the sample variances for the speed and angle data, as usually suggested for KDE [38]. $K$ is a kernel function, our selection for this is simply the very widely used Gaussian density [9]:

$$K(s) = \frac{1}{2\pi} \exp\left(-\frac{1}{2} \frac{s^T s}{2} \right).$$

(2)

Given all the trajectory data for training, KDE is used to model these data into PDFs. Then all the trajectory PDFs are clustered into a number of groups. We make use of the classical k-medoids algorithm [40] and the Bhattacharyya coefficient [41] respectively for the clustering operation and for the distance measure used in the clustering procedure, inspired by their successful demonstration in the previous trajectory analysis work [6] [7]. The medoid of a clustered group is determined as one of all the trajectories in this group to minimize the sum of distances between it and all the others. The medoids for the clustered groups are taken as the representative PDFs for all the sample points of all the training trajectories.

Based on the representative PDFs, the testing trajectories and the cluster medoids obtained by MI based clustering (Section V) are later transformed into strings for the purpose of dealing with the order of their speed and angle pairs. In our implementation, each representative PDF is one-to-one assigned to a single character. For a sample point of a trajectory, its pair of the speed and angle $(v, \theta)^T$ is encoded with a character such that the representative PDF corresponding to this character is maximized by $(v, \theta)^T$. For example, suppose we have 10 representative PDFs denoted by $\{a, b, \ldots, j\}$, a sample point $s = (v, \theta)^T$ of the trajectory $x$ is encoded by $\arg\max_{u \in \{a, b, \ldots, j\}} PDF_u(s)$, which is the character corresponding to the representative PDF maximized by $s = (v, \theta)^T$. As a result, a trajectory $x$, with $n$ sample points, turns into a string as

$$str_x = \bigcup_{i=1}^{n} \arg\max_{u \in \{a, b, \ldots, j\}} PDF_u(s_i).$$

(3)

Note $str_x$ is an ordered string, and the order is the same as that of the sample points.
It is worthy to indicate that the trajectory modeling in this paper is meant in essence to statistically represent all the sample points of all the trajectories according to the (representative) PDFs. This is different from the way used in [8][6], because we obtain the PDFs based on the nonparametric KDE, rather than on the parameter fitting for some assumed model distribution.

A. Illustration for the estimated PDFs by the different modeling schemes

In this part, we apply the plot and visualization metaphors to compare the modeling efficiency of KDE, MoAWLG and MovM.

1) Plots of the PDF surfaces: We design a simulation object trajectory to exemplify the different capabilities of KDE, MoAWLG and MovM for trajectory modeling. This simulation trajectory involves 79000 sample points. All the angles at the trajectory sample points are between 0° and 360°, and most of them are close to either 0° or 360°. The speeds of the moving object vary around either level 2 or level 7 (the speed levels in all are 0 ~ 9 here). Figure 2(1) and Figure 2(2) respectively illustrate the PDFs estimated by KDE and by MoAWLG. Obviously, the PDF obtained by KDE closely reflects the distribution characteristics of the speeds and angles of the trajectory sample points. By contrast, the PDF evaluated by MoAWLG cannot faithfully represent the speed characteristic of the designed trajectory, though it can express the angle distribution of the trajectory sample points. We believe this is due to that KDE takes the nonparametric statistical way to correctly model a motion trajectory, avoiding the resort to the assumption that the parametric AWLG fits the true PDF. In practice, this means that KDE does not need to deal with the necessary but difficult model fitting when a parametric function is used, resulting in the better behavior.

As for MovM, it just focuses on a single univariate distribution, namely the angle distribution, of the trajectory sample points. Based on using MovM, we can basically obtain a 2D plot of the angle distribution for the trajectory sample points with a given single speed value. Then, for comparison, a 3D plot, which integrates all the 2D plots based on all the possible speed values, is shown in Figure 2(3).

2) Visualizations of the coded trajectory strings: Here, we specially devise 300 simulation trajectories and each trajectory has 100 sample points. All the trajectories are with the very similar angles around 0°. Considering that the proposed modeling by KDE explicitly utilizes the speed attribute of the motion trajectory, the sample points for the first 150 simulated trajectories are with large speeds, while those for the others have small speed values.

Coded strings, as mentioned above, which are the products of the trajectory modeling, are visualized with colors to visually show the advantage of our KDE based modeling technique. For each coded character of a trajectory sample point, we use a small color rectangle for its visualization. All the color rectangles are arranged in sequence to form a line with colors to represent a motion trajectory, as shown in Figure 3.

We use two RGB colors, blue and green, to do the visualization for the coded characters. In this experimentation, there exist ten different coded characters that correspond to the ten representative PDFs obtained in the procedure of the KDE based modeling. The ten coded characters are descendingly sorted according to the speed values of their corresponding representative PDFs. The speed for a representative PDF refers to that for the trajectory corresponding to this PDF (here for simplicity, an average speed of all the sample points for a trajectory is taken as the motion speed for the whole trajectory). The first five sorted coded characters are respectively visualized employing pure blue colors in five different brightness, (0, 0, 1), (0, 0, 0.8),
(0, 0, 0.6), (0, 0, 0.4) and (0, 0, 0.2). The other five sorted coded characters are respectively visualized using five pure green colors in five different brightness, (0, 1, 0), (0, 0.8, 0), (0, 0.6, 0), (0, 0.4, 0) and (0, 0.2, 0). Analogously, two distinctly different pure colors, blue and green, and for each five small different ones respectively with different brightness levels are applied to visualize the trajectory sample points modeled by MoAWLG and MovM.

From the visualization comparison demonstrated in Figure 3, it is obvious that the modeling by KDE clearly discriminates the two categories of the trajectories respectively with fast and slow speeds. This shows the merit of explicitly using the speed attribute for a motion trajectory, and also of exploiting the nonparametric approach, the KDE. The modelings by MoAWLG and MovM are inferior to that by KDE but acceptable, because our designed simulation trajectories are in fact very difficult for these two parametric schemes. Note that in effect the modeling by MovM can implicitly consider the speed factor of a trajectory to some degree, as has been indicated by the inventors of this approach [7].

V. MI BASED TRAJECTORY CLUSTERING

For the task of trajectory learning, there usually exist two important and difficult problems. Undoubtedly the number of clusters is critical for the clustering performance, however, finding an optimal number of the learned clusters is a challenging issue [30]. Another challenge is that it is difficult to define an explicit distance measure between two trajectories to be used in the clustering process [33][34]. Fortunately, the IB technique [10] can be taken advantage of for coping with the two problems.

A. The feature space used by IB

According to the IB framework, an appropriate clustering is to minimize the loss of MI between the input data and the so-called feature space of these data [10]. That is, the IB based clustering maintains the relevant “features” in the input data with respect to the feature space. Or, equally speaking, the clustering on the input data based on IB is “regularized” by the feature space of these data. As a matter of fact, the feature space of the input data is composed of the disjoint sets (note, sets are called elements for easy explanation in the following) of these data and, the elements here are usually obtained according to the data features under consideration.

First of all, we point out the necessity and importance of obtaining a feature space of the trajectory data, in order to use IB for clustering these data. Fundamentally, the attainment of the feature space should be unsophisticated and actually, some direct and simple trajectory attributes such as the positions of trajectories can be used for this purpose. Figure 4 gives an example of obtaining the feature space $Y$ for a simulation dataset with 150 trajectories. Obviously, all the trajectories here are naturally partitioned according to their positions.

![Fig. 4. The classical k-means with the Euclidian distance between trajectories is used to establish the position based partition of the trajectory dataset $X$ (this dataset is contributed by Piciarelli et al. [18]), obtaining the feature space $Y = \{y\} = \{y_1, y_2, y_3\}$. For each trajectory $x \in X$, the conditional probability $p(y|x)$ is calculated for the IB procedure.](image-url)

Notice that, besides the simple application of the natural attribute based partitioning on the trajectory data to obtain a feature space of them, it is, furthermore, better to make use of some a priori knowledge, such as some physical meaning, behind the trajectory data for the obtainment of the feature space. Generally, it is a common observation that the trajectories in a practical scenario usually have their special physical meaning. For instance, the aircraft trajectory data, as shown in Figure 9 (see details on this test data in Section VII-B), approaching from the specified directions and landing on the predefined runways, present some similar patterns for landing. As a matter of fact, the aircraft trajectories, corresponding to a terminal area, reflect their
own flight operations. Here the operation is either landing or taking off. As a result, for the input aircraft trajectory data, the distribution of these trajectories according to their flight operations, which constitutes a feature space of the data, can be obtained. And clearly, this feature space correlates to the input data.

B. The trajectory clustering based on IB

Without loss of generality, given a set of trajectory data \( X = \{x\} \), we can always establish a feature space \( Y = \{y\} \) of \( X \) and \( X \) has correlation with \( Y \). Here \( X \) and \( Y \) are both considered as random variables. Thus in this way, we develop an information channel between \( X \) and \( Y \). The three basic components of the information channel are as follows:

- Input probability \( p(x) \). This is the probability of a single trajectory. We simply use \( p(x) = 1/n_T \) to assign the uniform “importance” for all the trajectories under consideration, here \( n_T = |X| \).

- Conditional probability \( p(y|x) \). Assuming that a given \( y \) involves \( k \) trajectories \( \{x_1, x_2, \ldots, x_k\} \), we obtain \( p(y|x) \) based on the centroid trajectory of \( y \). The centroid trajectory is achieved according to its PDF. As stated in Section IV, here each \( x_i \) \((i \in \{1, 2, \ldots, k\})\) can be represented by a PDF \( z_i \) (1). The PDF of the centroid trajectory of \( y \), \( PDF_{y_{centroid}}(\cdot) \), is taken as the one in \( \{z_1, z_2, \ldots, z_k\} \) minimizing the summed distances between it and all the others

\[
PDF_{y_{centroid}}(\cdot) = \min_{i \in \{1, 2, \ldots, k\}} \sum_{j=1, j \neq i}^{k} d(z_i, z_j)
\]

where \( d(z_i, z_j) \) is the distance, computed by Bhattacharyya coefficient [41], between \( z_i \) and \( z_j \). Naturally, the centroid trajectory of \( y \), \( y_{centroid} \), is the trajectory corresponding to this \( PDF_{y_{centroid}}(\cdot) \).

Then for a sample point \( s = (v, \theta)^T \) of \( x \), we speak that the sample point \( s \) belongs to the given \( y \) when

\[
PDF_{y_{centroid}}(\cdot) = \arg \max_{w \in Y} PDF_{w_{centroid}}(s),
\]

meaning that in this case (the centroid trajectory of) \( y \) gives the largest PDF value for this sample point \( s \). Finally, for all the \( n_S \) sample points of \( x \), we can obtain

\[
p(y|x) = \frac{n_y}{n_S},
\]

where \( n_B \) is the number of sample points of \( x \) belonging to \( y \). Notice Figure 4 illustrates an example of how to obtain the conditional probability.

- Output probability \( p(y) \). This probability is obtained by

\[
p(y) = \sum_{x \in X} p(x)p(y|x).
\]

Importantly, the \( MI \) \( I(X; Y) \) of the information channel gives the quantitative correlation between \( X \) and \( Y \) [11]. Similarly, in the procedure of the IB based clustering, the correlation between the set of the trajectory clusters, \( X \), and \( Y \) is defined by \( I(X; Y) \). An optimum number of the trajectory clusters can be obtained, according to the IB principle [10], through

\[
\max \{I(\tilde{X}; Y) - \alpha I(\tilde{X}; X)\},
\]

where \( \alpha \) is the Lagrange multiplier. In practice, the solution is achieved with a greedy algorithm based on a bottom-up merging strategy by minimizing the loss of \( MI \), \( I(X; Y) - I(\tilde{X}; Y) \) [10].

The greedy algorithm is performed iteratively. In the beginning, each trajectory corresponds to a single cluster. In each iteration, two clusters are merged based on the minimal loss of information induced by this merging. Let \( \hat{x}_1 \) and \( \hat{x}_2 \) be the two candidate clusters to be merged, \( \hat{x}_1, \hat{x}_2 \in \tilde{X} \). The information loss caused by merging \( \hat{x}_1 \) and \( \hat{x}_2 \) is

\[
\Delta I(\hat{x}_1, \hat{x}_2) = I(\hat{X}_{before}; Y) - I(\hat{X}_{after}; Y)
\]

\[
= \sum_{y, i=1, 2} p(\hat{x}_i, y) \log \frac{p(\hat{x}_i|y)}{p(y)} - \sum_{y} p(\hat{x}_{new}, y) \log \frac{p(\hat{x}_{new}|y)}{p(\hat{x}_{new})p(y)}
\]

\[
= \sum_{y, i=1, 2} p(\hat{x}_i) KL(p(y|\hat{x}_i)||p(y|\hat{x}_{new}))
\]

where \( I(\hat{X}_{before}; Y) \) and \( I(\hat{X}_{after}; Y) \) respectively denote the mutual information before and after the merging, \( y \in Y \), and \( KL \) indicates the Kullback-Leibler divergence [42]. Here \( \hat{x}_{new} \) is a new cluster obtained by merging \( \hat{x}_1 \) and \( \hat{x}_2 \). When the merging is done, the conditional probability is updated by

\[
p(y|\hat{x}_{new}) = \frac{p(\hat{x}_1)}{p(\hat{x}_{new})}p(y|\hat{x}_1) + \frac{p(\hat{x}_2)}{p(\hat{x}_{new})}p(y|\hat{x}_2)
\]

where \( p(\hat{x}_{new}) = p(\hat{x}_1) + p(\hat{x}_2) \). Obviously, \( p(\hat{x}_1) = 1/n_T \) and \( p(\hat{x}_2) = 1/n_T \) when to start the clustering algorithm because \( \hat{x}_1 \) and \( \hat{x}_2 \) correspond to two single trajectories in \( X \).
Through the $IB$ algorithm, we obtain an optimal number of trajectory clusters, without the need of an explicit distance measure between trajectories. For the sake of trajectory anomaly detection (Section VI), we obtain the centroid trajectory for each cluster and achieve this totally analogous to the way we obtain the $\tilde{y}_{\text{centroid}}$ discussed above. The process of the bottom-up $IB$ algorithm is summarized in Algorithm 1.

Algorithm 1: Bottom-up $IB$ algorithm

Input:
Dataset $X$, feature space $Y$;
Conditional probability distribution: $p(y|x), x \in X, y \in Y$.

Output:
$K$-optimal clusters: $\tilde{x}_i, i = 1, 2, \ldots, K$.

1) Initialize $\tilde{X} = X$, $\min \Delta I = 0, m, n$
2) while $\min \Delta I < \text{Threshold}$ do
3) $\min \Delta I = \min_{\tilde{x}, \tilde{x} \in \tilde{X}, i \neq j} \{\Delta I(\tilde{x}_i, \tilde{x}_j) | m = i, n = j\}$
4) $\tilde{x}_{\text{new}} = \text{Merge}(\tilde{x}_m, \tilde{x}_n)$
5) Update $\tilde{X} = \{\tilde{X} - \{\tilde{x}_m, \tilde{x}_n\}\} \cup \{\tilde{x}_{\text{new}}\}$
6) end while

Notably, the $\text{Threshold}$ employed in Algorithm 1 is an adaptively configured threshold to terminate the iterative process of the clustering. In the $IB$ clustering, merging two appropriate clusters causes the loss of mutual information. And essentially, the $\text{Threshold}$ corresponds to an abrupt change of the information loss. As an example, Figure 5 shows a plot of the information loss versus the number of iterations, for the iterative $IB$ processing on a real dataset with 320 aircraft trajectories (Section VII-B). The iteration number begins at 0 and ends at 319, and as a matter of fact this number corresponds to the number of clusters obtained in each iteration (the sum of these two numbers is 320, which is obviously the total number of the trajectories). The adaptive threshold, used as the termination condition for the $IB$ algorithm, corresponds to the vertical axis value of the “Break point”. Here the “Break point” is an abrupt change of the loss of mutual information. From this point on, the cluster merging results in a very large information loss and in a poor clustering, suggesting a terminating condition for the $IB$ and an optimal number of clusters obtained.

Fig. 5. The information loss happens in the $IB$ process for a real trajectory dataset. Here the “Break point” indicates that the optimum number of clusters obtained is 8.

VI. Shannon entropy based trajectory anomaly detection

Classically, if the differences between a test trajectory and the cluster medoids are higher than a “hard” threshold, then this trajectory is classified as abnormal; otherwise the test trajectory belongs to a labeled group, which is possibly an anomalous cluster [6] [7]. However, it is infeasible to set the direct and “hard” threshold to do the classification for the possible quite large ranges of the trajectory differences in many and varied practical situations. As a matter of fact, the key observation for
an abnormal trajectory is that, among all the differences between this trajectory and all the cluster medoids, there is no one being significantly larger than the others. That is, the differences between the abnormal trajectory and the cluster medoids can be regarded as “approximately equal”. In this paper, a probability distribution is constructed based on the differences between the trajectory to be tested and the cluster medoids and, the Shannon entropy [11] of this probability distribution is exploited to fulfill the task of anomaly detection. We make use of the Shannon entropy to estimate the homogeneity of all the differences between the considered trajectory and the medoids of the clusters learned. In this case, we make clear an adaptive situation for all the differences under consideration: this is opposed to the approach proposed before [6] [7], in which these differences themselves are just separately evaluated as whether large or small, by using some straightforward threshold. Consequently, our anomaly detection is more discriminating.

Suppose that we have a testing trajectory \( x_{test} \) and a set of the learned clusters represented with the trajectory medoids \( \{m_i\}, (i = 1, 2, \ldots, nc) \), here \( m_i \) is the medoid of the \( i \)-th cluster. First, we transform \( x_{test} \) and \( \{m_i\} \) into strings as \( str_{x_{test}} \) and \( \{str_{m_i}\} \) respectively. Then the distances, \( \{D_j\}, (j = 1, 2, \ldots, nc) \), between \( x_{test} \) and \( \{m_i\} \) are defined as the distances between \( str_{x_{test}} \) and \( \{str_{m_i}\} \) (see the details in the following on the trajectory distance employed). Further, a probability distribution can be obtained as \( P = \{p_i = \frac{D_i}{\sum_{j=1}^{nc} D_j} (i = 1, \ldots, nc)\} \), and the Shannon entropy of this distribution is

\[
H(P) = -\sum_{i=1}^{nc} p_i \log p_i. \tag{11}
\]

If \( H(P) > \lambda \cdot \log(nc) \) then \( x_{test} \) is identified as abnormal; otherwise \( x_{test} \) belongs to the cluster with the medoid \( m_{id} \) meeting \( D_{id} = \min(D_j) \); notice that this cluster here could be an anomaly having been labeled. The \( \lambda \) has a pre-determined value, being set as 0.98 by experimentation. Obviously, \( \log(nc) \) is the maximum Shannon entropy of \( P \), which is achieved when all the \( p_i \) are equal. In consequence, an anomaly is reported if there is no specific distance \( D_j (i \in \{1, \ldots, nc\}) \) that is apparently bigger than the other \( D_j (j \neq i, j \in \{1, \ldots, nc\}) \).

It is noteworthy that the measure of the trajectory distance used in the process of anomaly detection is important. Considering in practice that the performances of the different distance measures are close to each other [33] [34], for the sake of efficiency we use the popular measures that can be computed fast. As for the popular measures, DTW and LCS are the two good choices [31][32]. DTW has advantages over LCSS: because DTW can handle the nonlinear difference between trajectories and, it does not need the parameter that is usually determined by experimentation [43][44]. Actually, DTW has been proved better than LCSS in a recent work for trajectory analysis [29]. As a result, we select DTW to obtain the trajectory distance in the procedure of abnormal detection. In the calculation of DTW, the distance between trajectory sample points is computed using Bhattacharyya coefficient [41] for the corresponding representative PDFs to these points, inspired by the work of Calderara et al. [6].

### VII. Experiments on simulation and real trajectory data

Based on simulation and real data with different speed, angle and noise attributes, extensive tests have been done to evaluate the performance of our proposed technique. Further details on trajectory data, along with the experimental results, are presented in the following sections.

#### A. Experiments on simulation trajectory data

Motivated by evaluating the performance of our proposed approach comprehensively, we design a trajectory generator to create the simulation trajectory data. The simulation data particularly consider the speed attribute of the trajectories, compared with those data mainly focusing on the angle attribute used in [6]. Additionally we add random noise to these simulation trajectories to vividly simulate the cases in reality. In all, our devised dataset consists of 20 classes (Figure 6 and Table I) which contain 5130 trajectories with the duration and sample points varying from 10 to 20 seconds and 50 to 100 points, respectively. The number of the trajectories in the “abnormal” cluster is kept below 5% of total number of the simulation trajectories.

<table>
<thead>
<tr>
<th>Class</th>
<th>C1</th>
<th>C2</th>
<th>C3</th>
<th>C4</th>
<th>C5</th>
<th>C6</th>
<th>C7</th>
<th>C8</th>
<th>C9</th>
<th>C10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Speed level</td>
<td>10</td>
<td>15</td>
<td>20</td>
<td>25</td>
<td>30</td>
<td>35</td>
<td>40</td>
<td>45</td>
<td>50</td>
<td>55</td>
</tr>
<tr>
<td>Main angle</td>
<td>0°</td>
<td>45°</td>
<td>90°</td>
<td>135°</td>
<td>180°</td>
<td>225°</td>
<td>270°</td>
<td>315°</td>
<td>0°</td>
<td>45°</td>
</tr>
</tbody>
</table>

**Table I**

The speed levels and main angles of the simulation trajectories (classes C1 ~ C20). The speed has 10 levels 0 ~ 9. For the class with more than one sub-class, the corresponding speed and angle values to these sub-classes are presented one by one.

We conduct 10 tests Test_n (n = 1, 2, . . . , 10), with the details listed in Table II. For each test in this Table, from left to right, the columns respectively denote the name and the brief description of the test, the expectation and standard deviation
These sub-classes are linked in sequence. The information on speed levels and main angles is in Table I.

We compare our proposed approach with two state-of-the-art methods, MoAWLG [8] and MovM [6] based techniques for trajectory shape analysis. The parameters of the two methods for comparison are experimentally selected to obtain their best possible results. Note that, especially for the sake of fair comparison, our approach just uses the k-medoids clustering for

Table II

The designed simulation data. Here **"** indicates a subset of the original is chosen.
the simulation data in the stage of trajectory training, considering that the MoAWLG [8] and MovM [6] based methods both use k-medoids for this stage. And this is also feasible, because we know in advance the optimal number of clusters for our designed trajectories. Here the trajectory distance used in k-medoids is obtained by using DTW, as discussed in Section VI. Two metrics, namely the Classification Accuracy (CAccu, the capacity to classify a new trajectory to a cluster correctly) and the Normal Accuracy (NAccu, the capacity to accurately label a trajectory as either normal or abnormal), are used to quantitatively evaluate the three methods. The higher accuracy corresponds to the better results. The accuracy results by the new approach, MoAWLG and MovM are shown in Figure 7, and obviously, our proposed method achieves the best performance: details are discussed in the following.

![Figure 7](image1.png)

Fig. 7. The accuracy statistics on the simulation trajectories. Our method achieves the best performance in most cases.

Importantly, the results of Test_5 indicate the superiority of the proposed approach over the other two methods for the trajectory data with large different speeds but very similar angles. We believe this is because the KDE used by our approach can explicitly account for, besides the shape, the speed attribute of a trajectory, modeling the trajectory data very well. By contrast, in this case, MoAWLG cannot dependably represent the trajectories with varied speeds while with very similar angles, due to that it resorts to the difficult model fitting in the procedure of the trajectory modeling. And, MovM does not explicitly take into account the speed attribute of a trajectory. For the case of Test_8 where the trajectory speeds and angles are both similar, the trajectory modeling is difficult. Our proposed method also outperforms its competitors. The results based on Test_2 and Test_7 show that the trajectory modeling in a statistical way is insensitive to data noise and to the order of the trajectories organized. Apparently, the proposed technique is better than the other two. Additionally, our scheme has much more robustness for the training and testing data. Notice that, in Test_7, the angle values of the testing trajectories in C14* and those of the training data are largely different. Test_1 and Test_6 are used to analyze the modeling performances of different methods for the trajectory data emphasizing their angle attribute. Here all the three techniques work very well. From the results of Test_3, Test_4 and Test_10, we can clearly see that the three methods perform satisfactorily on the trajectory data with both single and multiple average speed and angle characteristics. The results of Test_9 show that all the three techniques have the ability to do the cluster updating. All in all, we can conclude that our proposed method is the best among the three methods for comparing.

![Figure 8](image2.png)

Fig. 8. The comparison with the classical Euclidean/1NN and DTW/1NN. Our method behaves the best.

In addition, we compare our method with the classic data mining approaches based on two widely used distance measures,
Euclidian [28][18] and DTW distances [31], between two sample points without modeling the trajectories in a compact and representative form in advance. Here, the classical supervised one-Nearest-Neighbor framework (1NN) [33], which can run very fast and robustly, is taken for our purpose. Concretely, the two approaches, Euclidean/1NN and DTW/1NN, are employed to do the comparison. Considering the fair comparison, now the test trajectories come from those in Test_n (n = 1, 2, . . . , 10), without the ones that are employed for testing but not for training. For convenience, we use TestReduce_n to stand for the n-th test of comparison with classical approaches. The comparison results can be seen in Figure 8. Overall, our proposed method achieves the best. The average accuracy by us is 98.99%, in contrast with 94.72% by Euclidean/1NN and with 95.47% by DTW/1NN. TestReduce_5 shows that our proposed method is significantly better than the other two when the trajectory data have different speeds but quite similar angles, which is due to that the KDE used by us can simultaneously consider speed and angle attributes, but MoAWLG and MovM are not able to achieve that level. As the complexity of the trajectory data becomes bigger, for example, in TestReduce_10, the proposed solution reaches the accuracy 98.9%, higher than 98.4% by Euclidean/1NN and than 96.5% by DTW/1NN, adequately demonstrating the advantage of the statistical modeling utilized by us.

B. Experiments on real trajectory data

In order to compare the performances of the three approaches, we make use of a real aircraft trajectory dataset from [45] contributed by Gariel et al. [46]. The dataset consists of 320 aircraft trajectories. The trajectories have different numbers of sample points varying from 70 to 210 and include the taking off and landing operations on runways 10L, 10R, 19L, 28L and 30L.

As mentioned in Section V, obtaining a feature space Y of the trajectory data set X is very necessary and important for MI based clustering. In this experimentation, the feature space Y is established according to the physical meaning of the trajectory data. Apparently, an aircraft trajectory, which includes either a taking off or a landing operation, is usually based on a certain runway. Actually, a trajectory happening to a certain runway, either for taking off or for landing operations, corresponds either to the speeding up or to the slowing down of an aircraft. As a result, a trajectory x in the trajectory dataset X (x ∈ X) is grouped into an element y of the feature space Y (y ∈ Y) based both on to which runway x happens and on whether x is speeding up or slowing down. The 8 elements of this feature space are highlighted in Figure 9(1) - Figure 9(8) respectively.

![Fig. 9. A feature space of the real aircraft trajectory data.](image)

Figure 5 presents the loss of mutual information by the cluster merging in the procedure of the IB based trajectory clustering for this real trajectory dataset. Our approach obtains 8 as the optimum number of clusters through the use of the IB technique. Specifically, based on the modeling representations resulted from using KDE, we use the k-medoids to do the clustering to experimentally find a good number of clusters, given a range of candidate numbers of clusters. With each candidate, we run the k-medoids times to obtain the best possible clustering results, and then we use our proposed technique for anomaly detection discussed in Section VI to obtain the classification results. Figure 10 gives the plots for the CAccu and NAccu, versus different candidate numbers of clusters. It is clearly verified that 8 is the optimal number of clusters for this real trajectory dataset. It is also worthy to point out that, by extensive experimentation, MoAWLG and MovM obtain the best cluster number as 8. This further exemplifies the effectiveness of our method to achieve an optimal number of clusters.

We compare the new proposed method with the state-of-the-art MoAWLG [8] and MovM [6], and here all the parameters employed in the two competitive approaches are finely tuned to obtain their best possible outputs. The visual results by the three methods for comparison are shown in Figure 11. The 8 clusters P1 - P8 achieved by our proposed approach are presented in Figure 11(5) - Figure 11(12) respectively and, the clusters A1 - A8 (Figure 11(13) - Figure 11(20)) and M1 - M8 (Figure 11(21) - Figure 11(28)) are respectively produced by MoAWLG and MovM.
Fig. 10. The clustering and classification accuracies due to different numbers of clusters.

Fig. 11. Proposed_all, MoAWLG_all and MovM_all respectively represent the clustering results by three approaches being compared, and P1 - P8, A1 - A8 and M1 - M8 come form Proposed_all, MoAWLG_all and MovM_all, respectively. In Abnormal, the anomalous trajectory, upper and red, can be recognized by the three methods for comparison; but, the abnormal trajectory, bottom and blue, can be identified by the proposed technique only.

The clustering conveyed by P1 - P8 gives a kind of “optimal” division of the trajectory data, based on their speed and angle attributes, and meanwhile on the regularization by the feature space of the data through the IB. Actually the clustered result achieved by us is in accordance with the physical rationality of the real data in the practical civil aviation scenario, considering that, given a trajectory happening to a certain runway with a certain operation (either taking off or landing), both speed and angle attributes of it are the important factors for the vital issues, such as the runway safety [47]. The median speeds for P1 - P8 are 106, 151, 179, 198, 152, 171, 107 and 161 respectively. Notice, the median speed for a trajectory is a median of the speeds for all the sample points of this trajectory. Here the speed for a sample point is a normalized value based on the largest speed for all the sample points of all the trajectories. The median speed for a trajectory cluster is taken as an average of the median speeds for all the trajectories of this cluster. The main directions for P1 - P8 are NW-SE, SW-NE, SW-NE, SW-NE, E-W, NW-SE, SE-NW and SE-NW respectively. In concrete, the median angles for P1 - P8 are 281°, 67°, 66°, 30°, 179°, 305°, 126° and 109° respectively, here the median is completely analogous to that for the speed value mentioned just now. Notice that there exist two relatively separate parts of P3 respectively belonging to the two different elements of the feature space of this cluster. The main directions for P1 - P8 are NW-SE, SW-NE, SW-NE, SW-NE, E-W, NW-SE, SE-NW and SE-NW respectively. In concrete, the median angles for P1 - P8 are 281°, 67°, 66°, 30°, 179°, 305°, 126° and 109° respectively, here the median is completely analogous to that for the speed value mentioned just now. Notice that there exist two relatively separate parts of P3 respectively belonging to the two different elements of the feature space of this cluster. This is rational, for example, from the perspective of the safety control on the speed of aircrafts, for the practical use of these trajectories.

Remarkably it is not so easy to correctly differentiate the trajectories respectively belonging to the two clusters P2 and P3, because the trajectories respectively in these two clusters have very similar angle attribute and in speed they only have some
difference that is not big. In this case, MoAWLG unfortunately combines the trajectories in the left part of P3 with those of P2 to give an unsatisfactory A2, and very similarly MovM provides an inferior M2. Actually, this is because that the MoAWLG is based on a bi-variable Gaussian like function and, it is difficult to do a good model fitting for the case that the value of a certain variable (here, in this example, the value of the trajectory angle) is approximately constant. And as for the MovM, this model does not explicitly take into account the speed attribute. Moreover, some problem happens to A3 and A4 by MoAWLG, also to the right part of M4 by MovM (and here so that M3 is not correct either). That is, A3, A4 and the right part of M4 all unsatisfyingly mix the trajectories respectively in the two separate clusters P3 and P4, of which the respective trajectories have small speed differences but large angle distinctions. The reason for the current issue of A3 and A4 is due to the use of the bi-variable Gaussian like function in MoAWLG, as discussed above. The outlier for the right part of M4 results from the trajectory clustering method used in MovM. Note that the cluster P1 achieved by our method is composed of the “straight” trajectories and the curved ones, and this is because of considering the integration of both speed and angle attributes of these trajectories. For the same reason, MoAWLG also gives a similar result, A1. However, this A1 unsatisfactorily includes two trajectories belonging to the cluster P6 and, based on the analysis of the trajectory clustering in MoAWLG, we have found that this shortage is due to the measure of trajectory distance, LCSS, used by MoAWLG. But notably, the clustering performance by our method in this case is better, due to deploying the IB to avoid the explicit application of the difficult trajectory distance. The cluster M1 by MovM solely involves the curved trajectories in P1, because MovM considers the angle attribute only. Besides, MovM introduces some “straight” trajectories in P1 to form the unsatisfactory left part of M4, without reasonably discriminating the enough speed and angle differences between the trajectories respectively in the left and right parts of M4: this is also as a result of the metric of trajectory distance, LCSS, deployed in the clustering procedure of MovM.

The three clusters P5, P7 and P8 are achieved very well by our method. However, MoAWLG and MovM cannot obtain this. As a matter of fact, some “mess” is caused by MoAWLG and MovM for their clusters involving the trajectories that come from P5, P7 and P8. In concrete, when the three clusters A5, A7 and A8 provided by MoAWLG are put together, we can easily find that the corresponding “mess” presents in the trajectories with the cyan, rose and yellow colors in Figure 11(2). The similar situation applies to the outputs of MovM, M5, M7, M8, and the cyan, rose and yellow trajectories in Figure 11(3). Here the reason is somewhat complicated. The clusters P7 and P8 contain the respective trajectories with (very) similar angle while clear difference in speed. In the case of MoAWLG, the problem by the model fitting leads to A7 and, to the partial A5 including the trajectories from both P7 and P8. Also, the difficulty of model fitting makes MovM confuse the trajectories in M7 that respectively come from P7 and P8. The other “mess” problems are due to the clustering used by MoAWLG and MovM, concretely resulting from the measure of the distance, LCSS, between the trajectories in P5 and those either in P7 or in P8.

<table>
<thead>
<tr>
<th>Accuracy</th>
<th>Proposed</th>
<th>MoAWLG</th>
<th>MovM</th>
</tr>
</thead>
<tbody>
<tr>
<td>CAccu</td>
<td>95.60%</td>
<td>90.30%</td>
<td>87.20%</td>
</tr>
<tr>
<td>NAccu</td>
<td>96.30%</td>
<td>92.20%</td>
<td>90.43%</td>
</tr>
</tbody>
</table>

Table III
The accuracy statistics on real test trajectory set.

Figure 11(4) presents two trajectories, an upper (red) and a bottom (blue) ones. The median speed and angle for the upper trajectory are 217 and 179° respectively, and those for the bottom one are 151 and 270° respectively. In essence the two trajectories here are both anomalous in the sense that, either their speeds or angles, or even both, are different enough from the corresponding values of the trajectories in all the clusters learned. Obviously and undoubtedly, these two themselves do have the clear difference in their speed and angle attributes. And it is important to note, MoAWLG and MovM fail to detect the bottom trajectory as abnormal, because here some single “hard” threshold employed is not capable of identifying this anomaly really as abnormal. On the contrary, both the upper and bottom trajectories can be recognized as anomalous by our Shannon entropy based anomaly detection, due to an adaptive differentiation between normal and abnormal trajectories.

Additionally, we quantitatively evaluate the three approaches for the real test dataset, and Table III lists the CAccu and NAccu statistics. Apparently Table III indicates that our method performs the best, which is compatible with the visual results demonstrated in Figure 11.

Last but also important, the processing time for the anomaly detection only is briefly reported here, considering that the trajectory learning is done in an off-line way. The runtime results are obtained on a Windows PC with Intel Core 2 Duo CPU P8700 (2.53 GHz) and 2 GB RAM. For a trajectory with an average of 75 sample points, the proposed technique costs 15 ms, while MoAWLG and MovM use 409 ms and 432 ms respectively. Notice that, the model fitting in the procedure of anomaly detection, which is necessary for MoAWLG and MovM, but not for our proposed approach, results in a big difference of the runtime here.

VIII. Conclusion and Future Work

In this paper, for the purpose of anomaly detection, we have established a new effective technique in which the speed attribute is explicitly utilized to improve the shape analysis of trajectory data. A motion trajectory is statistically represented
based on the nonparametric KDE, without the need of the difficult model fitting for some assumed parametric function that is not feasible in practice. In this way, the trajectory data can be depicted correctly and very well, which has also been demonstrated on the statistical models obtained, both by the 3D surface plot rendering and by the visualization metaphor. As for the trajectory learning, we have exploited the MI and IB to do the clustering. And as a result, both the trajectory distance and the optimal number of trajectory clusters, which are very important but difficult to handle, have been given solutions sound. To our knowledge this is the first deployment of the powerful IB technique for trajectory processing. Also importantly, the Shannon entropy has been adopted, in a finely discriminative way, for adaptively identifying whether a test trajectory behaves as an anomaly or not. A lot of experiments on both simulation and real trajectory data have revealed clearly that the proposed technique significantly outperforms the state-of-the-art and classic methods, in terms of quantitative and qualitative evaluations.

Several improvements for trajectory modeling and clustering will be performed in our future work, and some of them have been indicated above. Some typical transformations, such as DFT and DWT, will be used for the speeding up of the trajectory computing. Some more trajectory attributes, such as spatial position, acceleration and etc., will be considered for the comprehensive modeling of trajectory data. In order to obtain the multivariate statistical modeling, Maximum Entropy Principle [48] would be exploited and, hierarchical spatio-temporal like processing [28] [49] could be employed for the benefit of computing efficiency. As for the IB, some means such as stochastic optimization would serve for the goal of its global optimization [50] [42]. For the incremental updating of the clusters having been learned, some mathematical representation such as the Dirichlet process mixture model [51] could be exploited to achieve this. In addition, the general and mighty visual analytics technique [52] would be developed to propose attractive visualizations and effective user interactions to further enhance all the steps of the trajectory analysis.
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